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Abstract. The recovery of gravity field parameters using 
various heterogeneous data is performed according to the in- 
put/output system theory (IOST) method. The combination 
of different data sets is carried out by the application of a 
multiple input - multiple output system. The theory of the 
algorithm is presented and some conclusions on the assump- 
tions made for the data properties are drawn. Comparisons 
between a combined system and individual uncorrelated sys- 
tems are made and the proper use of the data sets in each case 
is discussed. Finally, an application is presented, where in- 
put data, such as shipborne gravity anomalies and sea surface 
heights (SSHs) derived from different satellite missions, are 
optimally combined in order to estimate marine geoid heights 
and sea surface topography (SST). 

0 2000 Elsevier Science Ltd. All rights reserved 

1 Introduction 

The use of spectral techniques in gravity held modeling has 
been developed over the past decade. Spectral methods have 
been used for the efficient evaluation of convolution inte- 
grals in terrain correction formulas, e.g., Sideris (1984); Li 
(199.3) in geoid determination, e.g., Sideris and Li (1993); 
Forsberg and Sideris ( 1993); Strang van Hees ( 1990); Haag- 
mans et al. ( 1993); Tziavos (1993); Tziavos ( 1995) in de- 
flection of the vertical computations, e.g., Kearsley et al. 
(1985); Liu et al. (1997); Tziavos and Andritsanos (I 998) 
and in Molodensky’s problem solution, e.g., Sideris (1987). 
The use of spectral techniques in physical geodesy is sum- 
marized in Schwarz et al. (I 990). Nevertheless, the noiseless 
data and the data homogeneity assumptions were their main 
drawbacks in geodetic applications. Recently, the use of het- 
erogeneous noisy data in spectral gravity field modeling was 
presented by Sideris (1996) based on the input/output sys- 
tem theory (Bendat and Piersol, 1986). Simulation studies 
were carried out by Li (1996); Tziavos et al. (1996a); Tzi- 
avos et al. ( 1996b); Tziavos et al. (1996~) and an application 
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to airborne gravity is described by Wu and Sideris (1995). 
The similarities and differences between systems theory and 
least-squares collocation are analyzed in Sansb and Sideris 
(1997). In this paper, the theory of a multiple input/ mul- 
tiple output system in gravity field parameter estimation is 
briefly presented. Comparisons between a generalized algo- 
rithm and the individual systems algorithm are carried out 
and some schemes related to the proper filtering of the data 
and the estimation of the output parameters are presented. 

2 Theoretical background 

2.1 Multiple input/output system description 

A multiple input/output system with noise is presented in tig- 
ure 1. where 21,x’, . ., xq are the q input signals, ml. 7112, 

.( rnq are the input signal noises and rlO, xZO, ., xqo 
are the observed data. The transfer functions (frequency re- 
sponse functions) hl,, h2m . . ,, h,, of the system represent 
the modified original transfer functions in order to filter-out 
the noise. The output signals are contained in vector y and 
the output noises in R. A generalized formulation of the 

Fig. 1. Multiple input/output system with noise 

above system can be obtained by writing the data structure 
in vector and matrix notations. The case of q input signals 
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and w output signals can be formulated as follows: 

r x1 + h45 i r K - 4 1 

where the Fourier transforms (spectra) are denoted by capital 
letters. The relation between the input noisy signal and the 
output is given by the following matrix equation: 

Y =H:_,JX+M)+N, 

where the transfer function matrix is 

(2) 

H XOYO = (3) 

The final solution is obtained by the minimization of the out- 
put error Power Spectral Density (PSD). Following Bendat 
and Piersol (1980), Bendat and Piersol (1986) and Sideris 
( 1996), the output error PSD matrix is computed using (2): 

N=Y-Hlf,,,(X+M) 
N’ = Y’ - H,To;,(X* + M*) * 

P nn = p,, - PYdLoYo 

- H:Jy,Koy + H,Tyo&,xJL~o (4) 

According to the minimization criterion 

ah, 
==O (5) 

the optimal transfer function matrix can be computed by the 
following relation: 

H XOYO = K:x,%Y (6) 

Assuming no correlation between input signals with the input 
noises, the optimal transfer function matrix is 

H XOYO = (Pxx + KmJ1pxy (7) 

The evaluation of the input-output PSD matrix is possible 
only if the input noise PSD matrix is known. Then, P,, can 
be computed by: 

Pxy = H,T,Pxx = H:y(Koxs, - Pmm), 

where H,, is the transfer function matrix which connect the 
pure input and output signal. For example, if gravity anomaly 
is chosen as input signal and geoid as output signal, then, 
theoretically, Hags is nothing else but the Stokes operator 
in the frequency domain. 

2.2 Advantages and drawbacks of the method 

The multiple input/output system theory is a spectral tech- 
nique. This fact contributes to the fast and efficient handling 
of large amounts of data. New heterogeneous data can be 
combined using this spectral technique. For example, satel- 
lite, airborne, marine and terrestrial data can be used for 
an optimal combination solution. Input errors can be eas- 
ily propagated into the results. The proper modification of 
the transfer functions can be achieved in order to minimize 
the noise-to-signal ratio. In this manner, the input noise is 
filtered out and error estimates for the predicted results are 
provided. Multiple input/output system results are efficiently 
calculated by computer algorithms due to the smaller ma- 
trix dimensions in comparison to other space domain tech- 
niques, such as least-squares collocation. In addition, all ma- 
trix computations are evaluated in the frequency domain with 
the convenient matrix division (frequency-by-frequency di- 
vision) rather than the complicated matrix inversion in the 
space domain. 

Nevertheless, some assumptions for the signal and the noi- 
se are needed. The fundamental difficulty with the frequency 
domain solution is that the input error PSD must be known 
(Sideris, 1996). Only the variances of the measurements are 
known in practice and not the errors themselves. Since the er- 
ror variances change from point to point, we are dealing with 
non-stationary noise. The algebraic simplicity of the solution 
is lost when the data noise is non-stationary. The simple alge- 
braic relations in the frequency domain become complicated 
integral equations when the stationarity assumption is elim- 
inated (Sansb and Sideris, 1997) and, therefore, we cannot 
simply obtain the input error PSD as the Fourier transform of 
the input error covariance matrix (Sideris, 1996). This prob- 
lem is discussed in details in Sansb and Sideris (1997). In the 
next sections, more remarks for the error PSD treatment are 
given. 

2.3 Data properties and preprocessing 

The multiple input/output system theory is based on the spec- 
tral properties of the data used. This means that the com- 
mon problems of the discrete Fourier transform are present 
in the method. Appropriate preprocessing of the observations 
is needed. Data reductions and terrain corrections must be 
applied in order to minimize aliasing effects, and the contri- 
bution of a global geopotential model must be subtracted for 
spectral leakage minimization. Both contributions can be re- 
stored in the output signal (remove-restore method). In order 
to minimize the effect of circular convolution, zero-padding 
must be applied prior to the transformation procedure. Addi- 
tionally, for an accurate PSD computation, the residual mean 
value must be subtracted from the input data and restored at 
the output results. Bendat and Piersol (1986) proposed for 
an exact PSD computation a trend removal. Nevertheless, a 
trend must be removed only if it is physically expected or 
clearly apparent in the data (Bendat and Piersol, 1986). 
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2.4 Analysis of various PSD estimation procedures I. Parametric model selection for the data description 

A critical point in the application of this method, as critical as 
the computation of the covariance function in least-squares 
collocation, is the estimation of each signal PSD. The meth- 
ods for PSD estimation can be divided into two basic cate- 
gories (Marple, 1987): (a) the classical or non-parametric 
methods and (b) the modern or parametric methods. 

The classical methods are based on FFT computation pro- 
cedures. According to Marple (1987) and Kay ( 1987) they 
can be separated into two techniques: 

- The direct non-parametric technique or the so-called pe- 
riodogram approach. In this technique, the PSD is es- 
timated directly from the data using PIT. The PSD of 
a 2D discrete data field ~[i, j] is computed by (Marple, 
1987) 

where h1 and N are the number of data in each direc- 
tion, Tk and 7’l are the respective record lengths, E is the 
expectation operator and P,, is the estimated PSD. In 
common geodetic practice the number of data are iim- 
ited and the data sample is unique. If the limitation and 
expectation operators are omitted from the calculation, 
the PSD can be derived by, e.g., see Bendat and Piersol 
( 1986). Sideris (1996): 

The periodogram PSD estimation procedure yields an 
anisotropic PSD due to the direct involvement of the 
data set, e.g., Li (1996); Tziavos et al. (1996~). Ac- 
cording to previous studies, the use of anisotropic PSD 
provide better results; see, e.g., Tziavos et al. (1996b): 
Tziavos et al. ( 1996a). 

- The indirect non-parametric method or the so-called cor- 
relogram approach. In this technique, the PSD is es- 
timated by the direct transform of the autocorrelation 
function of the data. If the autocorrelation function C,, 
is known. the correlogram PSD can be computed fol- 
lowing Marple ( 1987) Sideris (1996), Li ( 1996): 

PXZ[k.I] = F{C,,r[7n.71]). ii I) 

The parametric methods are based on a parametric model 
description of the data. The parameters of the model are es- 
timated in a least-squares sense. In addition, the degree of 
expansion of each model is dependent on the data proper- 
ties and it is computed following certain criteria; e.g., Marple 
( 1987); Cadzow and Ogino ( I98 1); Blais and Vassiliou (1987); 
Kay ( 1987). The PSD estimation procedure can be summa- 
rized in the following steps: 

2. Optimal expansion model degree estimation based on 
adequate criteria 

3. PSD computation using the estimated parameters 

Two basic models can be developed for 2D data fields. Fol- 
lowing Marple (1987), an expression for the Auto-Regressi- 
ve-Moving-Average (ARMA) model can be given: 

k=O m=O 

PI PZ 

- c x Ukm2[711 - Ic, 712 -- m], (12) 

k=O m=O 

where ~[rbr, nz] is the 2D data field, E[TL~, n2] is a white noise 
process with variance (~a, a&,, are the parameters of the au- 
toregressive part, pi, p2 are the expansion degrees of the 
autoregressive part, bkm are the parameters of the moving- 
average part, and 41, QJ are the expansion degrees of the 
moving-average part. Alternatively, an expression for the 
Auto-Regressive (AR) model is given by the elimination of b 
parameters except b[O, 0] = 1 (Marple, 1987): 

PI P2 

k=O m=O 

The maximum degrees of expansion can be chosen follow- 
ing certain criteria described in Marple (1987); Kay (1987). 
The coefficients calculation and PSD estimation is performed 
following a least-squares criterion as presented in Marple 
( 1987) and Cadzow and Ogino ( 198 1). An application of the 
parametric PSD estimation in 2D data sets can be found in 
Cadzow and Ogino ( 198 1). The application in I D data is ex- 
tensively presented by a number of researchers, e.g., Marple 
(1987), Kay (1987), Blais and Vassiliou (1987). Numerical 
examples and applications to gravity field data will be pre- 
sented in a future paper. 

2.5 Noise treatment concept 

The main drawback of the multiple input/output method is 
that the input noise PSD must be known. Only the measure- 
ment noise variances are known in practice and not the errors 
themselves in order to compute directly the error PSD. The 
basic noise modeling procedures are as follows: 

Noise simulation: A noise field is simulated using a ran- 
dom number generator. Normal as well as uniform dis- 
tributions can be chosen. The input error PSD is then 
computed by the direct method using FFT. 

PSD models: Instead of the assumption made for the 
errors themselves, one can accepts some models for the 
input noise PSD. White noise models (constant value 
noise PSD) as well as coloured noise models (non-con- 
stant value noise PSD) can be used. 
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3. Estimation of input error PSD - Altimetry case: The re- 
peated tracks of recent satellite altimetry missions pro- 
vide a PSD estimation procedure. The data samples are 
more than one due to the Exact Repeat Mission (ERM) 
configuration. An analysis of PSD estimation from re- 
peated track data is presented in Sailor (1994). In this 
case, stationarity of the noise can be assumed in prac- 
tical applications except for the case of “fixed” oceano- 
graphic features such as, e.g., the Gulf Stream (Sailor, 
1994). 

2.6 Analysis in multiple uncorrelated systems 

The multiple input/output system in figure 1 can be decom- 
posed in a number of uncorrelated single input/output sys- 
tems. Let X,.(,-r)! be the residual input data after the sub- 
traction of all other inputs’ contributions. In the sequel, the 
notation of Bendat and Piersol (1986) and Sideris (1996) is 
followed. The system of figure 1 is modified to a system in 
which the input signals are uncorrelated with each other; see 
figure 2. Finally, the equivalence with q uncorrelated sin- 

XI LIY 
*\ 

x?,I 

X 
q.(q-1 I! 

Fig. 2. Multiple uncorrelated input/output systems (k = 1, , w) 

gle input/output systems is obvious in figure 3. A recursive 

XI ‘,ly - Yk 

For every r 5 q input signal and (q + 1) = j, the following 
equation holds: 

xj = c LijXi.(i_])! + Xj.,!. (16) 
i=l 

If the above equation is written for the (r - 1) measurement, 
a recursive formula for the residual signal computation can 
be derived (Bendat and Piersol, 1986): 

Xj.,! = Xj.@_i)! - L,jX,.(,_i)!. (17) 

A similar expression can be written for the residual PSD es- 
timation (Bendat and Piersol, 1986): 

Q,! = Pij.(,_i)! - L,jP+(r_t)t. (18) 

For the efficient evaluation of the recursive formulas, the 
residual transfer function can be computed by (Bendat and 
Piersol, 1986) 

(19) 

The recursive algorithm requires less computational effort in 
comparison with the combined technique. In each run, the 
user deals with a single input/output system. The equiva- 
lence with stepwise least-squares collocation is described in 
Sideris (1996). The main drawback of the method is the need 
of a data classification before the computational procedure. 
More discussion on this subject can be found in Bendat and 
Piersol (1986), but only for 1 D time series. More on the com- 
putation procedure and the algorithm can be found in Bendat 
and Piersol ( 1986) and Sideris (1996) and some applications 
in airborne gravimetry are presented by Vassiliou (I 986) and 
Wu and Sideris (1995). 

3 Gravity field applications 

In this section, some cases will be presented for gravity field 
applications. Numerical examples will be tabulated for each 
case. 

3.1 Case I: Noise filtering in gravity and geoid input data 
Fig. 3. Individual uncorrelated input/output systems (k = 1, . . , w) 

The multiple system is presented in figure 4. The input and 

algorithm is used for the efficient data decomposition. The 
system of figure 2 is written analytically as: 

4 

Y = C Li?JXi.(i_])! + IV. (14) 
i=l 

Let Y represent the X(,+r) measurement. In this case, the 
output noise represents the (q + 1) measurement after the 
subtraction of the q residual signal contributions. Equation 
(14) is modified as follows: 

X(q+l) = E h?+l~xi.(i-l)! + x(q+l).qt. 
i=l 

(15) 

Fig. 4. Filtering of gravity and geoid input signals 

the output vector is given by 
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In this case, noisy data are imported into the multiple in- 
put/output system and the optimal transfer functions are com- 
puted in order to minimize the output noise. The results in 
the output are the filtered data. Assumptions are made related 
to the input noise PSD, as mentioned in a previous section. 
The final observation equation is given in matrix notation: 

N’ 

[ I 4G’ = [ ~:::::jT K:zj (2*) 

The frequency response matrix is computed by applying (6). 
The PSD between input and output signal, due to the fact that 
input and output are the same signals, is given by 

The optimal transfer function matrix is obtained using (6). 

3.2 Case 2: Sea Surface Topography Estimation 

In this case, corrected altimetric Sea Surface Height (SSH) 
grids from different satellite missions - ERS 1 (El ) and Topex 
/ Poseidon (T/P) -are optimally combined with marine grav- 
ity anomalies. The output result is a combined estimation 
of the stationary Sea Surface Topography (SST) signal. The 

Fig. 5. Sea Surface Topography Estimation 

input and output signal vectors are 

Yo=[ T-ET 

The solution equation is given by 

-’ r 

(2.1) 

(24) 

The optimal transfer function matrix is obtained by (6) as 

The cross-PSD between each input and the output signal can 
be computed using the following procedure: 

PElT = 
shl(sEl ;“:P, 1 

- S~,---LN4G =+ 
27v 

PElT = 
S&SE1 + s&lsT/P 

2 

PElT = 
PElEl + PElT/P 

2 

In the above equations, the unknown geoid signal is substi- 
tuted using Stokes’s formula in planar approximation. The 
planar kernel can be computed directly in the frequency do- 
main with the analytical expression 

LN = d-& = $7 (27) 

or, preferably, can be evaluated through the Fourier transform 
of the kernel in the space domain 

LN = F{lN) = F{ J-&) (28) 

The cross-PSD between the other input signals and the SST 
signal are estimated, following similar procedures: 

PT/PT = 
PT/PE1 + PTIPT/P 

2 
- $-LNPT/PA~ (29) 

PAgT = 
PAgEl + pAgT/P 

2 - +-+LN~A,A~ (30) 

In the abovementioned equations all related quantities are 
computed from the input signals. The final solution is de- 
termined using equation (2). 

4 Numerical results 

A test area located in the Labrador Sea was selected for some 
numerical experiments based on real altimetric and marine 
gravity data. The bounds of the test area are 45.05O 5 C$ < 
55.00° and -55.00 5 X 5 -45.10 and the grid intervals 
are dq3 = 3’ and dX = 6’. The dimensions of each field are 
200 x 100. The statistics of the data fields after the subtrac- 
tion of a reference geopotential model -EGM96 (Lemoine 
et al., 1996)- are presented in table 1. The gravity anomaly 

Table 1. The statistics of the input signal files 

Signal type max min mean l-Ills sd 
Gravitv (mGal) 
Geoid(r$ 

1 88. I 15 -54.968 -2.177 Il.174 i 10.960 
0.492 -2.058 -0.937 0.990 zkO.320 

ERSI SSH (m) 1.267 -0.623 -0.005 0.253 ItO.2.53 
T/P SSH (m) 0.077 -1.131 -0.623 0.640 *to. I45 

field in the test area is drawn in figure 6. Geoid signal was 
computed from gravity anomaly signal using the discrete pla- 
nar m technique to evaluate Stokes’ convolution integral. 
Simulated noise values were generated using a gaussian ran- 
dom number generator subroutine with specific standard de- 
viation. The input noise statistics are presented in table 2. 
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Fig. 6. Gravity signal in the test area (Contour interval 10 mGal) 

4.1 Case 1: Noise filtering in gravity and geoid signal 

Both gravity and geoid signals were introduced into the mul- 
tiple input/output system. The simulation studies were per- 
formed using different input noise levels in order to inves- 
tigate the noise sensitivity of the system. The differences 
between the input signal and the output filtered signal are 
presented in table 3. The output error in gravity field recov- 
ery is plotted in figure 7. The results of table 3 show the 

Fig. 7. Prediction error in gravity signal (Contour interval 5 mGal) 

signal recovery using noisy data. The input noise affects the 
output signals. Nevertheless, the output noise is 2-3 times 
less in magnitude than the input noise in gravity signals and 

Table 2. The statistics of the input noise 

Noise type max min mean ITlS sd 
Gravity I (mGal) 10.742 -14.556 0.023 3.009 f3.009 
Gravity 2 (mGal) 22.144 -2 I.963 -0.026 5.023 zt5.023 
Geoid I (m) 0.208 -0.202 0.000 0.05 zto.05 
Geoid 2 (m) 1 0.387 -0.405 0.000 0.10 zto.10 

5 10 times less in the geoid signals. This means that most of 
the input noise is filtered out and only a small portion of it is 
propagated into the output results. This fact shows that mul- 
tiple input/output method sensitivity in input noise is quite 
small. It is worth mentioning that both signals can be recov- 
ered totally if only one input noise is applied. 

Fig. 8. Estimated SST by multiple i/o system (Contour interval 20 cm) 

4.2 Case 2: SST estimation 

In this case, SSH signals from different satellite missions 
(ERSI-GM and T/P) were introduced into the multiple in- 
put/output system in combination with marine gravity data. 
The signal statistics are presented in table 1. The input noise 
level was selected arbitrarily. Nevertheless, altimetric noise 
was chosen in a manner proportional to each satellite orbit 
error; see, e.g., LeTraon et al. (I 994); LeTraon and Ogor 
(1998); CERSAT (1994). The gravity noise was chosen with 
a 5 mGa1 standard deviation, the ERSl SSH noise with a 
0.10 m and the T/P SSH noise with a 0.05 m standard devi- 
ation. A study on the noise level of different satellite mis- 
sions and error PSD estimation from repeated tracks analysis 
will be the subject of a future paper. The output SST signal 
(SSTf,o) was compared with SST estimated by an average 
of the two missions (SST,,,,) where a geoid signal was 
first computed from the marine gravity data and then sub- 
tracted from the SSH data. The statistics of the estimated 
SST signals are presented in table 4. The estimated SST sig- 
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Table 3. Differences between input and output signals 

Signal type max min mean lTIlS sd 

Geoid noise sd: 0.05 m, Gravity noise sd: 3 mGal 
Geoid (m) 0.037 -0.069 0.000 0.009 +0.009 

Gravity (mGal) 8.010 -8.102 0.000 I.305 + I.305 
Geoid noise sd: 0.05 m, Gravity noise sd: 5 mGa1 

Geoid (m I 0.076 -0.052 0.000 0.01 I *0.011 
Gravitv (mGal) IO.258 -9.339 -0.001 1.597 fl 597 

Geoid noise sd: 0.10 m, Gravity noise sd: 3 mGal 

Geoid (m) 0.067 -0.049 0.000 0.012 *0.012 

Gravity (mGal) 8.320 -8.603 0.002 I.434 Zt1.434 

Geoid noise sd: 0.10 m, Gravity noise sd: 5 mGal 
Geoid (m) 0.079 -0.064 O.tX!Q 0.01s 10.015 

Gravity (mGal) I 1.470 IO.249 0.002 1.804 11.804 

nal is plotted in figure 8 and the differences between the two 
methods are presented in figure 9. Comparisons with SST 
estimated by oceanographic procedures will be carried out in 
a future study. 

Table 4. The statistics of estimated SST signals 

max min mean ITllS sd 

SST,,,, (m) 1.804 -0.287 0.623 0.718 10.357 

SS’lj,o (m) I .808 -0.267 0.626 0.72 I f0.357 

Differences (m) 0.046 -0.060 -0.003 0.009 f0.009 

5 Summary-Conclusions 

Multiple input/output system theory, presented in this paper, 
is used for efficient heterogeneous data combination. The 
advantages and drawbacks of the method are listed. Some 
remarks on the data preprocessing and data properties are 
given and an analysis of various PSD estimation procedures 
is presented. The decomposition of the multiple input/output 
system into multiple single uncorrelated systems is outlined. 
In addition, some gravity field applications are presented and 
numerical tests are carried out. Data sets from marine gravity 
anomaly measurements, geoid signal and SSH signal from 
two different altimetric missions are optimally combined in 
order to filter out the noise and estimate the stationary part 
of SST. Simulated input noises are introduced to the sig- 
nals in order to avoid the singularities in frequency response 
function matrix computation; see, e.g., Bendat and Piersol 
( 1980), Bendat and Piersol ( 1986) Sanso and Sideris ( 1997). 

In this spectral method, the input errors can be propagated 
into the system output results. The effect of the input noise is 
studied. It is shown that the estimation and use of an optimal 
frequency response function can filter-out most of the input 
noise. The sensitivity of the method to the input noise is 
small. Some assumptions on the input noise PSD are needed 
for the efficient estimation of cross-PSD between input and 
output signals. These assumptions are introduced through 
simulation noise, PSD models or direct computation in re- 
peated tracks altimetry data. 

The method’s computer storage requirements are minimi- 
zed due to the limited matrix dimensions. A comparison be- 

Fig. 9. Differences between estimated SST by multiple input/output method 
and computed SST from average (Contour interval 2 cm) 

tween matrix dimensions in input/output method and least- 
squares collocation is presented in Sideris (1996). Never- 
theless, the non-stationarity nature of the noise complicates 
the spectral solution: The simple algebraic equations are re- 
placed by integral equations which makes this solution as in- 
efficient to compute as in the space domain. 

The altimetric applications of multiple input/output sys- 
tem theory seem very promising for the combination of vari- 
ous satellite missions and the estimation of noise models for 
these data. In addition, the application of parametric models 
in PSD estimation using irregulary distributed data will pro- 
vide the possibility of using the original measurements, thus 
eliminating the gridding error. 
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